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Abstract

Large eddy simulation (LES) of vertical turbulent pipe flows with significant property variations has been performed

to investigate the effects of high heat fluxes on the turbulent structures and transport. The Cartesian-based, com-

pressible filtered Navier–Stokes equations were solved using a second-order accurate finite volume method. Low Mach

number preconditioning was used to enable the compressible code to perform efficiently at low Mach numbers. A

dynamic subgrid-scale stress model accounted for the subgrid-scale turbulence. In this study, the simulations were

designed to simulate the experiments of Shehata and McEligot with three different near-constant heat fluxes. Step-

periodic boundary conditions based on a quasi-developed assumption were used. The predicted integral parameters and

mean velocity and temperature profiles agreed well with the experimental data. The fluid structures have been distorted

due to high heat fluxes leading to significant property variations in the near wall region. The results showed that strong

heating resulted in remarkable reductions of turbulent intensities, shear stresses, and turbulent heat flux. Apparent

‘‘laminarization’’ of the flow has been observed.

� 2004 Published by Elsevier Ltd.
1. Introduction

Due to the advantages of safety, chemical inertness,

and high thermal efficiency, gas coolants have been

considered for nuclear reactors and heat exchangers for

both fission and fusion applications. In some cases, these

applications operate with turbulent flows at low Rey-

nolds numbers with significant heat transfer rates result-

ing in large property variations. When the turbulent flow

is strongly heated, it may revert to a laminar-like state

where wall parameters approach the appropriate lami-
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nar values at local Reynolds numbers where turbulent

flow is normally expected [1]. The transition from tur-

bulent flow to laminar-like flow is sometimes referred to

as laminarization [2,3].

Most experiments involving strong heating of gases

have been conducted in tubes too small to permit mea-

surements of detailed velocity and temperature profiles.

In most cases, only integral measurements like heat

transfer coefficient and/or friction factor were deter-

mined [1]. The first mean temperature profiles for

dominantly forced convection of gases in a vertical pipe

with significant property variations at low Mach num-

bers were measured by Perkins [4]. Shehata and McEl-

igot [5] obtained the mean temperature and first mean

velocity profiles for this situation to guide the develop-

ment of predictive turbulence models. However, many

mail to: pletcher@iastate.edu


Nomenclature

Ac pipe cross-sectional area, pR2

Bj buoyancy parameter, Grq=ðRe3:425b Pr0:8Þ
Cd;CI dynamic subgrid-scale model coefficients

cp constant pressure specific heat

cv constant volume specific heat

D pipe diameterbE resolved total energy, cveT þ 1
2
eui eui

G mean mass flow flux, _m=Ac

Grq Grashof number based on heat flux,

ðgD4q00wÞ=ðm2bkbTbÞ
g gravitational constant

h heat transfer coefficient

Kv local acceleration parameter, ðmb=u2bÞ ðdub=
dxÞ

k thermal conductivity

Lx streamwise length of pipe

_m mass flow rate

Nu Nusselt number, hD=k
Pr Prandtl number, cpl=k
Prt SGS turbulent Prandtl number

p thermodynamic pressure

Qj SGS heat flux

q̂j heat flux vector

qin nondimensional wall heat flux based on inlet

conditions of experiments, q00w=ðGcp in
TinÞ

q00w wall heat flux

R gas constant or radius of pipe

r radial coordinate

Re Reynolds number, 4 _m=pDleSij strain rate tensor

T thermodynamic temperature

Tb bulk temperature,
R
quTdA=ðqbubAcÞ

Ts friction temperature, q00w=ðqwcpusÞ
Tw wall temperature

t physical time

u; v;w Cartesian velocity components in x; y; z
directions

u; ur; uh velocity components in streamwise, radial,

and circumferential directions

ub bulk streamwise velocity,
R
qudA=ðqbAcÞ

us friction velocity,
ffiffiffiffiffiffiffiffiffiffiffiffiffi
sw=qw

p
x; y; z Cartesian coordinates

yþ distance from wall in wall coordinates,

ðR� rÞus=mw

Greek symbols

a; p; e subgrid-scale terms in energy equation

b pressure gradient parameter

D grid filter width

h temperature difference, Tw � T
l molecular dynamic viscosity

lt subgrid-scale turbulent viscosity

m kinetic viscosity, l=q
q thermodynamic density

qb bulk density,
R
qdA=Ac

ri;j shear stress tensor

s shear stress

sij subgrid-scale stress tensor

Subscripts

b bulk property

con conduction contribution

r evaluated in radial direction

res resolved contribution

rms root-mean-square

sgs subgrid-scale contribution

vis viscous contribution

w wall value

h evaluated in the circumferential direction of

pipe

Superscripts and other symbols

+ wall coordinates
00 fluctuation with respect to Favre ensemble

average quantity

– resolved or large scale component of filtered

quantity

� resolved or large scale component of Favre

filtered quantity

� quantity that is nonlinear function of Favre

filtered quantities

�̂ test filtered quantity

Abbreviations

DNS direct numerical simulation

LES large eddy simulation

LU-SGS lower–upper symmetric-Gauss-Seidel

MPI message passing interface

SGS subgrid-scale
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proposed analytical and computational models provide

poor predictions for convective heat transfer even when

the properties can be idealized as constant [6], and it is

very clear that the level of difficulty will be increased

significantly if property variations and buoyancy forces

are involved.
Direct numerical simulation (DNS) and large eddy

simulation (LES) have provided means for obtaining

detailed information about turbulent flows [7–11].

Satake et al. [12] performed DNS for a turbulent gas

flow with variable properties to grasp and understand

the laminarization phenomena caused by strong heating.
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The goal of the present study is to investigate turbulent

pipe flow with particular attention being paid to the

effects of high heating rates on the mean and instanta-

neous structures. It is very expensive to perform LES for

a developing pipe flow with high heat transfer. Conse-

quently, the region of interest in this research is the

‘‘quasi-developed’’ region [13], where thermal entry ef-

fects are no longer important.
2. Governing equations

For gas flows in a tube with property variations

(density, viscosity, and conductivity) in the axial and

radial directions, the compressible Navier–Stokes equa-

tions are applicable even if a low speed case is treated.

The governing equations for large eddy simulation are

obtained by filtering the Cartesian-based compressible

form of the equations for the conservation of mass,

momentum, and energy. The equations are recast in

terms of Favre averages (mass-weighted) and the body

forces are included in the momentum and energy equa-

tions. The resulting set of equations governing the large

eddy motion is

o�q
ot

þ oð�q~ujÞ
oxj

¼ 0; ð1Þ

oð�q~uiÞ
ot

þ oð�q~ui~ujÞ
oxj

¼ � o�p
oxi

þ o�rij

oxj
� �qgd1i �

osij
oxj

; ð2Þ

oð�qbEÞ
ot

þ o½ð�qbE þ �pÞ~uj�
oxj

¼ oð~ui�rijÞ
oxj

� o�qj
oxj

� �qg~uid1i

� oQj

oxj
� a� p� e; ð3Þ

and the equation of state is

�p ¼ R�qeT : ð4Þ

The effects of the small-scale motions are present in

the above equations through the subgrid-scale (SGS)

stress tensor, sij, in the momentum equation as

sij ¼ �qðguiuj � ~ui~ujÞ ð5Þ

and the SGS terms that are the last four terms on the

right-hand side of Eq. (3) (energy equation) as

Qj ¼ �qcvðfTuj � eT ~ujÞ; ð6Þ

a ¼ ~ui
osij
oxj

; ð7Þ

p ¼ p
ouj
oxj

� �p
o~uj
oxj

; ð8Þ

e ¼ rij
oui
oxj

� r̂ij
o~uj
oxj

; ð9Þ
where Qj is the SGS heat flux vector. For the present

work, it is appropriate to neglect a, p and e since only

low Mach number flows were considered [14].

The filtered dimensionless viscous stress and heat flux

vectors are approximated by assuming that the corre-

lations between the fluid properties and the derivatives

of the velocity or temperature are weak [15]. The

approximations are

�rij � r̂ij ¼ 2�l eSij

�
� 1

3
eSkkdij

�
ð10Þ

and

�qj � q̂j ¼ � cp�l
Pr

oeT
oxj

; ð11Þ

where the strain rate tensor is

eSij ¼
1

2

o~ui
oxj

 
þ o~uj

oxi

!
: ð12Þ

To close the system of equations, the SGS stress

tensor and heat flux vector in the Favre-filtered equa-

tions need be modeled. In this paper, the dynamic model

proposed for compressible turbulence by Moin et al. [16]

and recommended by Lilly [17] was implemented.

The anisotropic part of the SGS stress tensor based

on the grid filter can be modeled as

sij �
1

3
skkdij ¼ �2Cd�qD

2jeS j eSij

�
� 1

3
eSkkdij

�
: ð13Þ

The isotropic part of the SGS stress tensor, skk , was
neglected here because it is negligible compared to the

thermodynamic pressure [16]. Unlike the Smagorinsky

model, the model coefficient, Cd, is computed dynami-

cally by using spectral information contained in the re-

solved field through the use of two different scales, the

grid scale and a larger ‘‘test filter’’ scale, yielding

Cd ¼
hLijMiji
hMklMkli

; ð14Þ

where

Lij ¼ d�q~ui~uj � c�q~uid�q~uj
�̂q

; ð15Þ

Mij ¼ �2 �̂qbD2jbeS j beS ij

�
� 1

3

beS kkdij

�
þ 2D2

d
�qjeS j eSij �

1

3
eSkkdij

� �
ð16Þ

and Æ æ denotes a spatial averaging procedure along the

homogeneous directions of the flow to make the SGS

coefficients well conditioned. The test filter width, bD, is
defined in the same way as the grid filter width, D, and is
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equal to twice the grid filter width. The quantities with

the symbol �̂or ~̂are the filtered variables obtained from

the resolved field.

A procedure similar to the modeling of the SGS

stress tensor is followed to represent the SGS heat flux

vector, which can be modeled as

Qj ¼ � cplt

Prt

oeT
oxj

¼ � cpCd�qD
2jeS j

Prt

oeT
oxj

; ð17Þ

where Prt is the turbulent Prantl number that is calcu-

lated dynamically as

Prt ¼ �cpCd

hFjFji
hHkFki

; ð18Þ

where

Hj ¼ cv
d�q~ujeT 

�
dqujcqT

�̂q

!
; ð19Þ

Fj ¼ �̂qbD2jbeS j o êT
oxj

� D2

d
�qjeS j oeT

oxj

 !
: ð20Þ
3. Finite volume formulation

A coupled finite volume method was used to solve the

filtered compressible Navier–Stokes equations based on

Cartesian coordinates [18]. The code used non-Cartesian

hexahedral and tetrahedral control volumes created

based on cylindrical coordinates and solved for the

primitive variables ðp; u; v;w; T Þ which were stored at the

cell centers. Time integration was performed using an

implicit LU-SGS scheme in a dual time-stepping ap-

proach. Time-derivative preconditioning was used to

enable the computation of low Mach number flows with

property variations. The solver was second-order accu-

rate in space and time. The multiblock code was

parallelized using the message passing interface (MPI).

This approach has been successfully tested on isother-

mal turbulent pipe flow [19], and the results have

shown good agreement with DNS [20] and measure-

ments [21].
4. Boundary conditions

The governing equations require specification of

boundary conditions at the wall, inlet, and outlet due to

the elliptic nature of the equations. Nonslip wall condi-

tions are imposed at the wall. The fixed wall temperature

distributions were specified according to experimental

data. Since quasi-developed pipe flow is assumed in this

study, step-periodic boundary conditions are used at the

inlet and outlet as follows:
ppð0; y; zÞ ¼ ppðLx; y; zÞ
quð0; y; zÞ ¼ quðLx; y; zÞ
vð0; y; zÞ ¼ vðLx; y; zÞ
wð0; y; zÞ ¼ wðLx; y; zÞ
T ð0; y; zÞ ¼ T ðLx; y; zÞ � DTx;

ð21Þ

where Lx is the length of pipe and pp is the periodic

component of the pressure, pðx; y; zÞ ¼ bxþ ppðx; y; zÞ.
With small property variations, the temperature differ-

ence, DTx, can be approximated by the streamwise

change in the bulk temperature as

DTx � DTb ¼
4q00wLx

GcpD
; ð22Þ

here D is the pipe diameter, q00w is wall heat flux, and G is

the mean mass flow flux. However, DTx is a function of r
when the property variations are significant. Referring

to the experimental data, the profile of DTx in the cross

section of a pipe could be a function with different

exponents at different locations. In this work, it was

assumed as

DTxðrÞ ¼ c1rn þ c2: ð23Þ

It is difficult to determine the value of the expo-

nent, n, required in order to approximate a desired

state. Several trials were required to obtain a useful

exponent and wall temperature distribution to match

with the experimental data. By specifying wall stream-

wise temperature difference along the wall, DTw,
and bulk temperature rise, DTb, for the pipe, the con-

stants c1 and c2 were calculated as discussed by Xu [18],

yielding

c1 ¼
DTb � DTw
Iqur � Rn

; ð24Þ

c2 ¼
IqurDTw � RnDTb

Iqur � Rn
; ð25Þ

where

Iqur ¼
1

qbubAc

Z
qurndAjx¼Lx

: ð26Þ
5. Results and discussion

Simulations were conducted for air flowing upwards

in a vertical pipe as shown in Fig. 1. The experiments

were conducted by Shehata and McEligot [5] at high

heating rates causing significant property variations in

the mixed convection in which the forced convection was

dominant. Three characteristic cases, ‘‘turbulent’’, ‘‘sub-

turbulent’’ and ‘‘laminarizing’’, were studied by Shehata

and McEligot at different nondimensional heating rates

of qin � 0:0018, 0.0035 and 0.0045.
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Fig. 1. The configuration of vertical pipe flow.
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In this paper, six simulations with different constant

heat fluxes were performed to approximately match with

the experimental data of Shehata and McEligot [5]. The

simulation conditions are tabulated in Table 1. In this

table, x=D is the cross-section location of the experi-

mental data used to compare with the corresponding

simulation. The values of qin, Twð0Þ, dTw=dx and dTb=dx
are all nondimensionalized with respect to the temper-

ature at the start of heating in the experiment. The

length of the computational domain was five times the
Table 1

Simulation parameters for LES

LES cases x=D n qin

1 14.195 2 1.8 · 10�3

2 19.87 2 3.5 · 10�3

3 14.195 2 4.5 · 10�3

4 24.54 3 1.8 · 10�3

5 24.54 3 3.5 · 10�3

6 24.54 4 4.5 · 10�3

Table 2

Local bulk properties for LES

LES cases Reb Tw=Tb Grq=Re2b

1 5728.28 1.40 0.116

2 5130.51 1.91 0.15

3 3683.37 2.02 0.202

4 5401.89 1.44 0.04

5 4820.86 1.84 0.073

6 3270.6 2.09 0.246
pipe diameter. The grid resolution used in the simula-

tions was 64· 40· 100 in streamwise, radial, and cir-

cumferential directions, respectively. The grid spacing

was uniform in the streamwise and circumferential

directions, but was stretched towards the wall using the

hyperbolic tangent algorithm. Turbulence statistics were

collected using about Nstat ¼ 10; 000 time steps once

the flow was deemed to be statistically stationary. The

simulations were all run with nine processors on the

Origin 3800 machine and required about 14–15 h of wall

clock time per 5000 time steps.

Since flows with heat transfer are nonhomogeneous

in the streamwise direction, all the averages in the fol-

lowing sections were made only in the circumferential

direction and in time at each streamwise location. The

bulk parameters of the current simulations and the

corresponding experimental data [5] are shown in Tables

2 and 3, respectively. Although the buoyancy parameter

for case 3 is slightly smaller than for experimental case

445, the comparison should still be of interest since

forced convection effects are still dominant. Generally,

the simulation parameters matched the experimental

conditions well. The Nusselt number decreases when the

heating rate increases because the viscous layer, which is

responsible for the main thermal resistance, is thicker

when the heating rate is higher. The Grashof number,

local acceleration parameter and buoyancy parameter in

the tables are defined as in the experiments, giving

Grq ¼
gD4q00w
m2bkbTb

; ð27Þ

Kv ¼
mb
u2b

dub
dx

; ð28Þ
Twð0Þ dTw=dx dTb=dx

1.47 3.973· 10�3 3.6 · 10�3

2.18 1.05· 10�2 7.0 · 10�3

2.17 1.385· 10�2 9.0 · 10�3

1.67 4.17· 10�3 3.6 · 10�3

2.49 1.199· 10�2 7.0 · 10�3

2.587 1.639· 10�2 9.0 · 10�3

Nub Kv Bj

15.55 9.9· 10�7 3.519· 10�7

11.04 2.03· 10�6 5.36· 10�7

8.86 4.6· 10�6 1.188· 10�6

13.70 1.097· 10�6 1.325· 10�7

9.49 2.12· 10�6 2.868· 10�7

7.32 4.8· 10�6 1.73· 10�6



Table 3

Local bulk properties for corresponding experiments

LES cases Experiments Reb Tw=Tb Grq=Re2b Nub Kv Bj

1 Run 618 ðx=D ¼ 14:195Þ 5653 1.42 0.11 15.57 1.2· 10�6 3.404· 10�7

2 Run 635 ðx=D ¼ 19:87Þ 5037 1.88 0.13 11.40 2.2· 10�6 4.781· 10�7

3 Run 445 ðx=D ¼ 14:195Þ 3595 1.96 0.3 9.5 4· 10�6 1.83· 10�6

4 Run 618 ðx=D ¼ 24:54Þ 5408 1.43 0.09 13.6 1.15· 10�6 2.976· 10�7

5 Run 635 ðx=D ¼ 24:54Þ 4894 1.89 0.12 10.21 2.1· 10�6 4.61· 10�7

6 Run 445 ðx=D ¼ 24:54Þ 3280 1.97 0.19 7.45 3.56· 10�6 1.33· 10�6
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Bj ¼
Gr

Re3:425b Pr0:8
: ð29Þ

Kline et al. [22] found that turbulent bursts appeared

to cease when Kv reached a critical value of about

3.7· 10�6, and Chambers et al. [23] indicated that the

bursting rate remained approximately constant at the

turbulent value when Kv was about 1.5· 10�6 or less.

Therefore, by these criteria, the current simulations were

expected to be located in a range from fully turbulent to

‘‘laminarizing’’. Jackson estimated that the effect of

buoyancy on the heat transfer of developed turbulent

pipe flow could be negligible when Bj is less than about

5.6· 10�7 [24]. According to this criterion and the values

of Bj in Table 2, forced convection should dominate in

the current simulations.

To validate the present results further, the mean

streamwise velocity and temperature distributions were

compared with the experimental results obtained by

Shehata and McEligot [5]. Profiles of the mean stream-
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Fig. 2. Comparison of simulated and experim
wise velocity in wall coordinates (indicated by the ‘+’

superscripts for y and u) where

uþ ¼ u
us

; us ¼
ffiffiffiffiffiffi
sw
qw

r
; yþ ¼ ðR� rÞus

mw
ð30Þ

are plotted in Fig. 2 for cases 1–6. The results agree well

with the experimental profiles. The mean temperature

difference is given in wall coordinates as

hþ ¼ T � Tw
Ts

; Ts ¼
q00w

qwcpus
ð31Þ

and the distributions of hþ for cases 1–6 are shown in

Fig. 3. The figures show good agreement between

experimental results and the LES simulations. The trend

toward laminarization can be observed in Fig. 4 where

the temperature profiles for all six cases are compared

with a laminar temperature profile evaluated at the

conditions of Run 445 [5]. The temperature profile for

the highest heating case, 6, is seen to fall close to the
100
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ental streamwise mean velocity profiles.
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laminar profile and the semi-logarithmic region has

nearly vanished.

The distributions of mean streamwise momentum,

hqui, normalized by mean mass flux, G, in cases 1–6 are

plotted in Fig. 5, which shows that the profile was fairly

flat when the heating rate was small. However, the

profile became much more parabolic when the nondi-

mensional heating rate was qin ¼ 0:0045. The mass flow

was redistributed toward the center of the pipe due to

the high heating.

The velocity fluctuations in the streamwise, radial,

and circumferential directions normalized by friction

velocity for cases 1–6 are plotted against yþ in Fig. 6. A
comparison of these indicates that the turbulent inten-

sities decreased as the nondimensional heating rate in-

creased. Such a decrease is consistent with the effectively

thickened viscous layers. Chambers [23] also observed

that the acceleration of a turbulent flow reduces the

apparent turbulent bursting rate near the wall, which

will lead to the suppression of velocity fluctuations.

Consequently, the larger acceleration parameter, Kv,

results in lower turbulence intensities. The same trend

was found in this research.

Fig. 7 shows the resolved, viscous, and SGS shear

stress profiles normalized by the wall shear stress. The

shear stresses are defined as
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Fig. 6. Predicted velocity fluctuations in wall coordinates.
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shear stress.
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sres ¼ �hqu00u00r i; ð32Þ

svis ¼ � l
ou
or

� �
; ð33Þ
ssgs ¼ � lt

ou
or

� �
; ð34Þ

where 00 denotes the Favre average. As shown in the

figure, shear stresses decreased when the heat fluxes in-
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creased. The turbulent structures may not be maintained

in cases 3 and 6 due to the small resolved shear stresses,

and the flow may not have much turbulent momentum

transport. The resolved heat flux, heat conduction, and
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Fig. 8. Predicted heat flux distributions normalized by wall

heat flux.
modeled SGS heat flux distributions normalized by the

wall heat flux are shown in Fig. 8, where

qres ¼ �hqu00r T 00i; ð35Þ

qcon ¼ � lcp
Pr

oT
or

� �
; ð36Þ

qsgs ¼ � ltcp
Prt

oT
or

� �
: ð37Þ

The same trends were observed as for shear stresses.

The significantly reduced turbulent heat fluxes in cases 3

and 6 are due to the effectively thickened viscous layer

which is believed to be responsible for the main thermal

resistance in the flow.

The instantaneous velocity vector plots in the middle

plane of the pipe for cases 1–6 are shown in Fig. 9. The

large scale motions that account for most of energy are

clearly shown near the wall region in cases 1 and 4. Head

and Bandyopadhyay [25] suggested that larger-scale

structures can be composed of an ensemble of hairpin

vortices, which maintain the turbulence in the flow. The

decaying of hairpin vortices can be observed in cases 2

and 5, where the large eddies moved toward center of the

pipe and the eddies are smaller and not obvious com-

pared to those in cases 1 and 4. The vector plots for

cases 3 and 6 are similar to that of laminar pipe flow;

almost no large scale motion was observed, which may

be evidence of ‘‘laminarization’’.
6. Conclusions

Large eddy simulations of vertical turbulent pipe

flows with high heat transfer have been accomplished for

the downstream conditions of the experiments by

Shehata and McEligot [5] using a quasi-developed ap-

proach. The results have been validated by comparing

the integral parameters and mean streamwise velocity

and temperature profiles to the experimental data. It is

observed that the integral parameters agreed well with

experimental data and the values of the buoyancy

parameter indicated that forced convection dominated

in the simulations. The Nusselt number decreased when

the heat rate increased possibly due to thicker viscous

layer. Very good agreement of the mean streamwise

velocity and temperature profiles with experiments has

been obtained. It is shown that the mass flow was

redistributed toward the center of the pipe due to the

high heating and the profile became more parabolic-like

at higher heat transfer rates. The plots of velocity fluc-

tuations indicated that high heating rates suppressed the

turbulent intensities due to the significantly thickened

viscous layer. The high heating rates resulted in signifi-

cant property variations leading to a remarkable

reduction of Reynolds shear stresses and heat fluxes.



Fig. 9. Predicted instantaneous velocity vector plots in the middle plane of pipe.
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Large scale motions were clearly evident near the wall

region for the turbulent cases, cases 1 and 4, but no large

eddies were visible near the wall for the ‘‘laminarizing’’

cases, cases 3 and 6.
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